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A little bit of bibliography

Interesting to read :

What every programmer should know about memory (Urlich Drepper)

https://people.freebsd.org/~lstewart/articles/cpumemory.pdf

For all details from this presentation : look on my PhD. thesis : 

Contribution à l'amélioration des méthodes d'optimisation de la gestion de la mémoire dans le cadre du Calcul Haute 

Performance

https://hal.archives-ouvertes.fr/tel-01253537
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Context : HPC

Supercomputers for numerical simulations

At CEA, Tera 100 :

6e from TOP 500 in 2010

140 000 cores, 1.05 Pflops.

Massively parallel machines (19 million cores)

Gyoukou, Japan

More and more cores !

Growing parallelism inside nodes :

Tera 100, large nodes :128 cores (16 processors)

Now : Intel Knight Landing, 64 cores / 256 threads (1 proce

Also : PEZY-SC2 ïPEZY : 2048 cores / 16 384 threads (1
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http://www.cea.fr/multimedia/Pages/galeries/defense/Tera-100.aspx

Architecture Proc. Cores Threads

Tera 100 thin nodes 4 32 32

Tera 100 large nodes 16 128 128

Intel KNL 1 64 256

PEZY-SC2 1 2048 16 384



Context : HPC

Memory becomes a critical resource

Growing impact on performance

Data movements : speed gap CPU / RAM, memory wall.

Management : now have to handle close to TB of memory

Decreasing memory per core
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Architecture

Computer science : operations & data

Multiple memory levels

Hierarchical caches

Pre-fetcher

Processor : 8 cores
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Architecture

Hierarchical memory

Remote / local memories (NUMA : Non Uniform Memory Access)

Thin nodes :

32 cores
Large nodes : 128 cores (BCS)
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Now also inside the CPU ïIntel KNL

Intel KNL (64 cores) can be configured in 2 or 4 NUMA domains

Also add MCDRAM (similar idea than GPU GDDR5) viewed as a NUMA node

Or on AMD CPUs
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Software memory management layer

Impact of memory management mechanisms ?

Involving two components :

User space memory allocator (malloc)

Operating System (OS)

Focus on :

Impact on allocation time

Impact on access efficiency (placement)

Malloc C or C++ interface :

24 MAI 2018

Hardware

OS

mmap munmap mremap

(g)libc

malloc free é

Application

float * ptr = malloc (SIZE);
ƛ
ptr = realloc ( ptr,NEW_SIZE);
ƛ
free ( ptr );
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float * ptr = new float [SIZE];
ƛ
ƛ
ƛ
delete [] ptr ;



OS virtual / physical address spaces

Two address spaces : physical + virtual

Description of the memory mapping in blocks of 4 KB (pages)

Paging was first used in 1962 on the ATLAS computer

Area creation with syscalls : mmap / munmap / mremap

Malloc has the responsibility to hide the pages to developers

MMU / OS

Physical memory (RAM)

Virtual memory
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http://www.computerhistory.org/collections/catalog/102698470

32 bits = 4 GB

48 bits = 256 TB

57 bits = 128 PB

64 bits = 16 EB



Page table and TLB

Wedonôt want to walk over the page table for every access

CPU has a cache (TLB : Translation Lookaside Buffer)  
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Huge pages

With 4K pages, intel CPU TLB has 1024 entries => address 4 MB

x86_64 processors also support 2 MB or 1 GB pages (Huge pages)

With 2M pages, TLB address 2 GB

First real support : FreeBSD (superpages, 2002) [1]

Support Linux  : old HugeTLBfs then now Transparent Huge Pages (THP), 2011

MMU / TLB / OS

Virtual memory

Physical memory
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[1] Practical, transparent operating system support for superpages, 2002



Play with memory mapping

Virtual memory isolate each process

We can do shared memory, mapping the same memory twice

Most OS also use a trick by mapping the OS memory in each process

At the end of the address space

Protected

Issue with Spectre attack from this winter !
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MMU / OS

Physical memory (RAM)

OS memory mapping 

(protected)



Lazy page allocation

mmap creates pure virtual area

First touch creates a page fault for each virtual page

OS provides physical pages on first touch

First touch implicitly determines NUMA placement of the page

ptr = mmap(é,SIZE,é);

#pragma omp parallel for

for (i = 0 ; i < SIZE ; i++)

ptr[i] = 0;

T1

TLB / MMU / OS

RAM NUMA 1 RAM NUMA 2

T2

MiNET | 17 july 2014 |  Slide 15 / 43



Cache associativity

Data can only be placed in one of the 

N lines associated to the address

Can create conflicts depending on the OS

Linux ñrandomlyò chooses the pages

Physical memory

MMU / OS

Virtual memory

Cache

?
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Existing solutions

Huge pages

Larger than cache ways

Native support on FreeBSD

Extended support on Linux / OpenSolaris

Page coloring

4K pages by taking care of associativity

Available on OpenSolaris

Color based on virtual address (modulo)

Regular coloring : coloration with repeated patterns

MMU / OS

MMU / OS

MiNET | 17 july 2014 |  Slide 17 / 43



ANALYSIS OF OS PAGING POLICY

I. Introduction
II. Analysis of OS pagin policy
III. NUMA allocator performances for HPC applications
IV. Page zeroing in Linux first touch handler
V. Conclusion

MiNET | 17 july 2014

|  PAGE 18



OS strategies comparison

Each system has its default paging strategy:

Is Linux slower due to random paging ?

Tested architecture : Intel Nehalem bi-socket

Use a fixed compile chain : GCC/Binutils/MPI/BLAS

Focus a pathological case

OS Strategy

Linux 4K random

OpenSolaris Page coloring

FreeBSD Huge pages
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EulerMHD issue

EulerMHD (CEA) :

C++ /MPI

Magnéto-hydrodynamic stencil code

FreeBSD : slowdown of 1.5x, up to 3x in parallel

Impacted function only do compute.

Function with 9 arrays pre-allocated at init. :

Change between OSôs : 

User space memory allocator (malloc).

OS paging policy

(Scheduler)

Effect can be controlled by changing the allocator.

for (i = 0 ; i < SIZE ; i++)

x1[i] = x2[i] + x3[i] é + x9[i]
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